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Unique features of action potential initiation in
cortical neurons
Björn Naundorf1,2,3, Fred Wolf1,2,3 & Maxim Volgushev4,5

Neurons process and encode information by generating sequences
of action potentials1,2. For all spiking neurons, the encoding of
single-neuron computations into sequences of spikes is biophysi-
cally determined by the cell’s action-potential-generating mecha-
nism. It has recently been discovered that apparently minor
modifications of this mechanism can qualitatively change the
nature of neuronal encoding3,4. Here we quantitatively analyse
the dynamics of action potential initiation in cortical neurons
in vivo, in vitro and in computational models. Unexpectedly, key
features of the initiation dynamics of cortical neuron action
potentials—their rapid initiation and variable onset potential—
are outside the range of behaviours described by the classical
Hodgkin–Huxley theory. We propose a new model based on the
cooperative activation of sodium channels that reproduces the
observed dynamics of action potential initiation. This new model
predicts that Hodgkin–Huxley-type dynamics of action potential
initiation can be induced by artificially decreasing the effective
density of sodium channels. In vitro experiments confirm this
prediction, supporting the hypothesis that cooperative sodium
channel activation underlies the dynamics of action potential
initiation in cortical neurons.

We analysed action potentials elicited in cortical neurons in vivo
and in vitro, either spontaneously or in response to various stimuli. In
all cells examined and for all conditions tested, the dynamics of
action potential initiation was characterized by a very abrupt onset
and a steep upstroke in membrane potential. In membrane potential
traces, the abrupt onset of action potentials is apparent as a sharp
kink (Fig. 1a, c). This phenomenon stands out even more clearly in
phase plots that graph the rate of change of the membrane potential
dV/dt against the instantaneous membrane potential V(t), and is
manifested as an almost vertical take-off in dV/dt versus V trajec-
tories at action potential onset (Fig. 1b, d). In phase plots, an action
potential is represented by a loop. At the start of the loop, the velocity
increases rapidly from less than 5 mV ms21 to more than
20 mV ms21. This several-fold increase in velocity occurs within a
range of less than 1 mV and takes less than 0.2 ms. This onset
behaviour is not a peculiarity of neurons in vivo. Neurons in vitro
show similarly fast dynamics of action potential initiation (Fig. 1c,
d). These dynamic features of recorded action potential onsets
distinguish them from the behaviour of previously proposed com-
putational models. Figure 1e, f shows a simulated action potential
using a recently developed conductance-based model of a cortical
neuron5. In this model, a velocity of 20 mV ms21 is only reached over
a range of 7–8 mV after about 1 ms. Thus, the real onset of cortical
action potentials is approximately ten times faster than predicted by
the model.

The rapid onset of action potentials is a very robust phenomenon,
apparent during spontaneous and evoked activity in vivo. Moreover,

it is independent of the temporal structure of synaptic inputs (Fig. 2)
and of the electrophysiological cell class (Fig. 4). Fig. 2 shows phase
plots and membrane potential traces from a simple cell (Fig. 2a, b)
and a complex cell (Fig. 2c, d) recorded in vivo in cat visual cortex. In
the phase plots, subthreshold membrane potential fluctuations are
represented by a grey cloud. In both the simple and the complex cell,
action potentials rise almost vertically out of this cloud. Detecting the
point at which the rate of change reaches a value of 10 mV ms21 thus
allows reliable identification of the time of action potential initiation
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Figure 1 | Dynamics of action potential initiation in neocortical neurons and
in a Hodgkin–Huxley-type model of a neocortical neuron. a, Action
potential in a cat visual cortex neuron in vivo. The arrow shows the
characteristic kink at action potential onset. b, Phase plot (dV/dt versus V)
of the action potential from a. Inset shows the initial phase of the action
potential. c, d, Action potential from a cat visual cortical slice in vitro at
20 8C. e, f, Action potential from a Hodgkin–Huxley-type model of a
neocortical neuron5.
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and the onset potential. The phase plots also show a second salient
feature of cortical action potentials: the onset potentials vary con-
siderably, over ranges of up to 10 mV (Fig. 2a–d) (Special care was
taken to exclude any non-stationarities, see Supplementary Infor-
mation). This distinct variability in onset potentials has previously
been observed in cat visual cortex6–8 and rat hippocampus9. This
second feature of cortical action potentials is also missing in
Hodgkin–Huxley-type models. Figure 2e, f depicts the behaviour
of such a model driven by fluctuating synaptic inputs5. The varia-
bility in onset potentials in this model is restricted to a range of less
than 2 mV, which is much smaller than observed in vivo.

Two features thus render cortical action potentials distinctly
different from simulated action potentials using Hodgkin–Huxley-
type models. First, the initial action potential phase is approximately
ten times faster in recorded neurons compared to conductance-based
models. Second, the onset potential variability is approximately five
times larger in the recorded cells. We tried, using various modifi-
cations of the models, to achieve a better match between recorded
and simulated action potentials (including and/or modifying adap-
tation currents10, channel stochasticity11, state-dependent inacti-
vation12, sodium channel activation curves and peak conductances;
see Supplementary Information). None of the modified models
reproduced the two salient features of the recorded action potentials.

In fact, a straightforward analysis reveals that rapid action poten-
tial onset and large variability in onset potentials are strongly
antagonistic in Hodgkin–Huxley-type models. In such models, the
initial phase of an action potential is determined by the activation of

voltage-dependent sodium channels. Their dynamics is described by
the activation curve and kinetics of an associated gating variable. In
the Hodgkin–Huxley formulation it can be shown that the rate of
membrane depolarization is limited by gNah0m

3
1ðVÞðVNa 2VÞ=Cþ

I0=C; where gNa denotes peak sodium conductance, h0 is the fraction
of sodium channels available for activation,m1

3 (V) is their activation
curve, VNa is the sodium reversal potential, C the membrane
capacitance, and I0 is the current carried by other channels. This
upper bound on the rate of membrane potential change links the
action potential onset dynamics directly to the width of the acti-
vation curve and peak sodium conductance. Figure 3 illustrates this
relationship. An experimentally obtained activation curve from
patches of cortical neurons13,14 results in a shallow action potential
onset (Fig. 3a, b). Increasing the steepness of the activation curve
leads to sharper action potential onsets, but even with a fivefold
increase, the simulated action potentials do not rise as fast as those
recorded. Changing the effective peak sodium conductance—
mimicking inactivation6,9—leaves the steepness of action potential
onset unaffected but shifts the onset potentials (Fig. 3c, d). At the
same time, increasing the steepness of the activation curve consider-
ably decreases onset potential variability (Fig. 3c–f). Quantitatively,
the variability of onset potentials is restricted by DV < klogG, where
k is the width of the activation curve and G is the ratio of maximum
to minimum peak conductance (see Supplementary Information).
To mimic the measured combinations of onset rapidness and
variability, unphysiologically large values of G (about 20,000)
would be required.

Figure 2 | Different action potential initiation in visual cortex neurons
recorded in vivo and in a Hodgkin–Huxley-type model subject to fluctuating
synaptic inputs. a, Phase plot of a simple cell response to a moving grating
of optimal orientation. Subthreshold fluctuations are shown in grey, action
potentials in red, and green dots indicate action potential onsets. The inset
shows the complete trace. Arrows indicate three sample action potentials.
b, Part of the recording from a, using the same colour code, with action
potentials truncated in amplitude. Green bars show action potential onset
potentials. Inset shows the action potentials marked with arrows in a. The
histogram to the right shows the distribution of action potential onset
potentials. c, d, Response of a complex cell. e, f, Response of a
Hodgkin–Huxley-type model5 subject to fluctuating synaptic input.

Figure 3 | Effect of the shape of the sodium channel activation curve
and effective peak conductance on action potential initiation in a
Hodgkin–Huxley-type model. Activation curves used in the model (a, c, e)
and initial phases of resulting action potentials (b, d, f) are shown using
matched colours. Blue lines show standard activation curves14.
a, b, Increasing the steepness of the activation curve (a) leads to a more rapid
action potential upstroke (b). Dashed lines indicate tangents at 10 mV ms21.
c–f, Initiation of action potentials with shallow (c, d) and steep (e, f)
activation curves and different sodium peak conductances in a model driven
by fluctuating synaptic inputs (several action potentials superimposed).
Changing peak conductance shifts the action potential onset potential but
does not affect its onset rapidness. Steeper activation curves lead to smaller
action potential onset spans (d, 6 mV; f, 2.5 mV).
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To quantitatively compare the action potential onset dynamics in
our recordings with action potential dynamics in Hodgkin–Huxley-
type models, we plotted the action potential onset span (difference
between maximum and minimum onset potential in a recording)
against the rapidness of action potential onset (the slope of the phase
plot at dV/dt ¼ 10 mV ms21) for real and simulated recordings
(Fig. 4). In the simulations, we used two different models5,10 driven
by fluctuating synaptic currents. In both models we systematically
changed the peak sodium conductance and the activation curve over
the entire range in which action potentials were generated. The
locations of data points from the model simulations reflect the
antagonism between onset span and rapidness. Simulated action
potentials either showed a large onset rapidness or a large onset span,
but never both. The points representing simulated action potentials
are clearly separated from the points representing in vivo action
potentials, which show rapid onset dynamics and large variability in
onset potentials, irrespective of the electrophysiological cell type.
Action potentials recorded in vitro had similarly fast onset dynamics
(Fig. 4).

The above arguments and our extensive simulations indicate that
the dynamics of action potential initiation in cortical neurons
deviates qualitatively from the classical picture described by the
Hodgkin–Huxley framework. What could be the biophysical mecha-
nism that enables cortical action potentials to initiate much faster
and at the same time with a much larger onset potential variability
than predicted by the Hodgkin–Huxley theory? According to this
theory, there is a one-to-one relationship between the single-channel
activation curve and the action potential onset dynamics, owing to
the assumption that the opening of individual sodium channels
is statistically independent. This assumption, however, might be
violated in the highly organized molecular machinery of a living

cell. Indeed, the rapid onset of action potentials suggests that
many sodium channels open virtually simultaneously, that is, in a
potentially cooperative fashion.

To assess whether cooperative activation of voltage-gated sodium
channels can account for the two characteristic features of cortical
action potential initiation, we constructed a model of a population of
coupled sodium channels. In this model, the gating of individual
sodium channels follows a scheme introduced by Aldrich, Corey, and
Stevens15. It incorporates state-dependent inactivation from the open
state and voltage-dependent inactivation from closed states15,16. The
key feature of our model is a coupling between neighbouring
channels: the opening of a channel shifts the activation curve of
each channel to which it is coupled towards more hyperpolarized
values, thus increasing its probability of opening.

Figure 4 |Action potential onset span and rapidness in cortical neurons and
Hodgkin–Huxley-type models. Points show data from cat visual cortex
neurons in vivo, classified electrophysiologically as regular spiking (RS), fast
spiking (FS), intrinsically bursting (IB) or fast rhythmic bursting (FRB).
Colours match the neuronal responses to current steps shown on the right.
Grey points indicate electrophysiologically unidentified cells. Circles show
the mean of several measurements for each cell (individual measurements
indicated with crosses). Diamonds at the top of the panel show in vitro data
(cat visual cortex in blue, rat visual cortex in red, mouse hippocampus in
green). Grey squares show simulation results from two Hodgkin–Huxley-
type models with varied sodium channel activation curves and peak
conductances, driven by fluctuating synaptic inputs. Dashed grey line
separates the model from experimentally derived data. Histograms show the
marginal distributions of the in vivo (light grey bars) and in vitro (dark grey
bars) data.

Figure 5 | Cooperative activation of voltage-gated sodium channels can
account for the dynamics of action potential initiation in cortical
neurons. a, Waveform (top) and phase plot (bottom) of action potentials
elicited by fluctuating inputs in a conductance-based model that
incorporates cooperative activation of sodium channels and closed-state
inactivation. Both the action potential onset potential variability and onset
rapidness are comparable to the in vivo recordings in Fig. 2. b, c, Same
model, but without inter-channel coupling (b), and with Hodgkin–Huxley-
like channel activation (c). d–g, Reducing the effective density of available
sodium channels through TTX application reversibly reduces action
potential amplitude and onset rapidness in cortical neurons in vitro. Shown
are action potential waveforms (d) and phase plots of their initial parts (e).
f, Time course of action potential onset rapidness in a cortical neuron
before, during and after TTX application. g, Reversible reduction in onset
rapidness of action potentials by TTX in six neurons. Error bars indicate
s.e.m.
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This model is able to reproduce the key features of cortical action
potential initiation (Fig. 5a–c). With strongly cooperative activation,
voltage-dependent inactivation from closed states, and slow de-
inactivation (recovery from inactivation) of sodium channels, the
simulated action potentials show both a large onset rapidness and
large variability in onset potentials (Fig. 5a). Turning off the inter-
channel coupling made the onset dynamics much shallower, while
leaving onset variability unaffected (Fig. 5b). Hodgkin–Huxley-type
dynamics of action potential onset was recovered when inactivation
and de-inactivation were set to be fast and voltage-independent
(Fig. 5c).

Assuming that channel interactions are distance-dependent in
neuronal membranes, our model predicts that reducing the effective
density of channels should weaken cooperativity, reduce the action
potential onset rapidness and eventually lead to Hodgkin–Huxley-
type onset dynamics. We tested this prediction in vitro, recording
action potentials while reducing the density of available sodium
channels by the application of tetrodotoxin (TTX). As expected, TTX
application led to a decrease in action potential amplitude (Fig. 5d).
More importantly, it also led to a substantial reduction in the onset
rapidness of action potentials (Fig. 5d, e) in all tested cortical neurons
(Fig. 5g), as predicted by our model. Moreover, gradual recovery of
the number of available sodium channels during washout of TTX led
to a gradual increase in action potential onset rapidness (Fig. 5f).
These results cannot be explained by Hodgkin–Huxley-type models,
in which reduction in the sodium channel density modifies only the
amplitude of action potentials and their onset potential, but not their
onset rapidness (see Fig. 3). Thus, in our opinion the fact that the
dynamics of action potential initiation deviates qualitatively from
voltage-dependent single channel activation points towards the
cooperative activation of voltage-gated sodium channels.

Although our results are unexpected from a biophysical perspec-
tive, the combination of rapid dynamics and variable onset potentials
of action potentials is beneficial for the coding of fast signals3,4 (see
also Supplementary Information). With Hodgkin–Huxley-type
dynamics of action potential initiation, the encoding of signals that
vary on a timescale of less than 10 ms requires unphysiologically high
mean firing rates that are likely to be energetically prohibitive17,18.
With action potential onset dynamics as described here for cortical
neurons, much lower mean firing rates can support the encoding of
such rapidly varying signals.

METHODS
In vivo and in vitro experiments. In vivo intracellular recordings were made
using sharp electrodes in adult cats (3.0–4.5 kg). Data from 47 cells were used for
the analysis. In each cell, we recorded responses to the presentation of moving
gratings of different orientations (duration 5–7 s), and periods of spontaneous
activity (10–120 s). Cells were classified functionally as either simple or complex
using the spike response modulation index, and electrophysiologically by their
responses to depolarizing current steps. In vitro, whole-cell recordings were
made with patch electrodes in slices of rat or cat visual cortex and rat or mouse
hippocampus. Data from 17 rat, 3 mouse and 2 cat neurons were analysed.
Computational models. We used two conductance-based Hodgkin–Huxley-
type models5,10, constructed to match the subthreshold membrane potential
dynamics and firing statistics of cortical neurons. We introduced modifications
to the models and varied model parameters over wide ranges in an attempt to
reproduce the experimentally observed dynamics of action potential initiation.
Action potential initiation by cooperative sodium channel activation was
modelled using an effective mean field dynamics for a population of interacting
sodium channels.

Details of experimental procedures and data analysis, and definitions of
the models, their modifications and parameter ranges are provided in the
Supplementary Information.
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