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Abstract—We investigated, with whole-cell recordings from rat visual cortex slices, how sinusoidal
modulation of the membrane potential affects signal transmission. Subthreshold oscillations activate
tetrodotoxin sensitive, transient inward currents whose threshold, phase lag and duration change with
modulation frequency. These periodically recurring phases of enhanced excitability affect synaptic
transmission in two ways. Weak and short lasting excitatory postsynaptic potentials evoke discharges only
if they are coincident within a few milliseconds with these active membrane responses. Long-lasting,
N-methyl-D-aspartate-mediated or polysynaptic excitatory postsynaptic potentials, by contrast, evoke
trains of spikes, that are precisely time-locked to the oscillations and may last for more than 100 ms.

Thus, oscillations impose a precise temporal window for the integration of synaptic inputs, favouring
coincidence detection and they generate temporally-structured responses whose timing and amplitude are
largely independent of the input. These properties are ideally suited for the synchronization of neuronal
activity and the encoding of information in the precise timing of discharges.

A preliminary account of these data has appeared in an abstract form [Volgushev M. et al. (1995) Eur.

J. Neurosci. 8, 77]. © 1997 IBRO. Published by Elsevier Science Ltd.
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Both cortical and subcortical neuronal networks tend
to engage in oscillatory activity that covers a wide
range of frequencies (for review see Refs 37, 42). A
fraction of central neurons are endowed with pace-
maker currents that favour the generation of rhyth-
mic activity."?10-16:18.21.2235 Rhythmic activity is
also generated by network interactions between exci-
tatory and inhibitory neurons and recent evidence
indicates that inhibitory neurons play an important
role not only in oscillatory patterning but also in the
synchronization of neuronal discharges, both in the
neocortex and in the hippocampus,—>17-25:44.48.49
Thus oscillations can result from pacemaker mech-
anisms in individual cells or from reciprocal inter-
actions among coupled neurons and typically, both
mechanisms act in combination.”®>** Pacemakers
stabilize rthythmic activity and network interactions
entrain neurons into oscillatory firing patterns.
Experimental evidence suggests that an oscillatory

§To whom correspondence should be addressed.

Abbreviations: AMPA,  a-amino-3-hydroxy-5-methyliso-
xazole-4-propionate; EGTA, ethyleneglycolbis(amino-
ethylether) tetra-acetate; EPSC, excitatory postsynaptic
current; EPSP, excitatory postsynaptic potential; HEPES,
N-2-hydroxyethylpiperazine-N'-2-ethanesulphonic acid;
NMDA, N-methyl-D-aspartate; TTX, tetrodotoxin.

patterning of neuronal activity may be instrumental
for the synchronization of the discharges of spatially-
distributed neurons.!® Synchronization, in turn,
raises with high temporal precision the saliency of
discharges that have become synchronous®** and
this can be exploited to select with high temporal
precision subsets of neuronal responses for further
processing. It has been proposed, therefore, that
synchronization of neuronal responses is used to
dynamically associate selected subsets of active neu-
rons into functionally coherent assemblies and to
thereby accomplish binding functions that need to be
achieved in parallel distributed processing.*®*’
Moreover, it is likely that precise synchronization of
neuronal activity is important for use-dependent syn-
aptic modifications such as long-term potentiation
and long-term depression because both the occur-
rence and the polarity of the modifications depend
critically on the relative timing of pre- and post-
synaptic activation and hence on coincidence
detection'12—14.27.28

Because of the putative significance of synchrony
in neuronal processing and the role of oscillatory
patterning in the establishment of synchrony, we
examined how an oscillatory modulation of the
membrane potential influences spike generation and
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Fig. 1. Influence of modulation frequency on phase shifts of membrane potential oscillations. (A)
Membrane potential oscillations (continuous lines) evoked by injection of sinusoidal currents (0.15 nA,
dotted lines) at three different modulation frequencies. Membrane potential traces show the superposition
of five individual responses. Note the reduction of phase delay and amplitude of the response with
increasing modulation frequency. (B) Dependence of the angular phase shift of the voltage response
(ordinate, degrees) on modulation frequency (abscissa, Hz). (C) Dependence of the phase delay of
the voltage response (ordinate, ms) on modulation frequency (abscissa, Hz). Data in A-C are from the
same cell.

the integration of synaptic input. To this end we
obtained whole-cell recordings from cells in layers
II/IIT of rat visual cortex slices, imposed periodic
fluctuations of the membrane potential by current
injection and examined the effect of this modulation
on the timing of action potentials that were evoked
either by current injection alone or in combination
with synaptic activation.

EXPERIMENTAL PROCEDURES

Slices of the visual cortex of three- to six-week-old Wistar
rats (Charles River GmbH, Suzfeld, Germany) were pre-
pared by conventional methods and investigated under
submerged conditions at 30°C. Perfusion medium contained
(in mM) 125 NaCl, 2.5 KCl, 2 CaCl,, 1 MgCl,, 1.25
NaHPO,, 25 NaHCO,, 25 p-glucose and 0.5 L-glutamine
bubbled with 95% O, and 5% CO,. Patch-electrodes were
filled with a K-gluconate or Cs-methanesulphonate based
solution (in mM: 127 K-gluconate or Cs-methane-
sulphonate, 20 KCl, 2 MgCl,, 2 Na,ATP, 10 HEPES, i
EGTA) and had a resistance of 2-6 MQ. Whole-cell record-
ings from pyramidal cells in layer II/III were obtained under
visual control using a Nomarski optics and infrared video
microscopy.”** Recordings were made in a voltage-clamp
or current-clamp mode. Holding potential (in the voltage-
clamp mode) or the amplitude of intracellularly injected
current (in the current-clamp mode) were modulated by a
sine-wave signal of variable amplitude (10-50 mV: 0.05-
2 nA) and frequency (10-60 Hz). Synaptic responses were
evoked by electric shocks applied through stimulation elec-
trodes located 0.5-1.5 mm below or lateral to the recording
site. Synaptic stimulation was applied at different phase
angles relative to the induced oscillations of the membrane
potential. After amplification (EPC-7, List Electronic or
Axoclamp-2A, Axon Instruments) data were digitized at 5
or 10 kHz and fed into a computer (PC-386; Labmaster,

TL-1 DMA interface and pCLAMP software, Axon
Instruments) for off-line processing.

RESULTS

Relation between induced oscillations and spike timing

Whole-cell recordings were obtained under visual
control”*? from 31 pyramidal cells in layers II-III of
rat visual cortex slices. Oscillations of the membrane
potential were induced by injecting sinusoidal cur-
rents through the recording pipette. The modulation
of the membrane potential followed that of the
injected current with a phase shift that depended on
the modulation frequency (Fig. 1A). While phase
angles increased with increasing frequency (Fig. 1B)
the absolute value of the delay (in ms) between the
peaks of injected current and resulting deflections of
membrane potential decreased at higher frequencies
(Fig. 1C). With frequencies of modulating current of
10-20 Hz the delay of membrane potential oscil-
lations varied in different cells from 3 to 19ms
(average 8.4+ 1.2 ms, n=29), reflecting the difference
in membrane time constants. Membrane time con-
stants estimated from responses to rectangular cur-
rent pulses varied from 8 ms to 25.2ms (average
18.8 £2.26, n=10). As expected the magnitude of the
phase shift was positively correlated with the mem-
brane time constants (data not shown). Another
effect of increasing modulation frequency was a
reduction of the amplitude of the cells’ response
(Fig. 1A). This high frequency attenuation was
also more pronounced in cells with long time
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Fig. 2. Dependence of the phase lag of spike generation on membrane potential (A, current-clamp), on
holding potential (B, voltage-clamp) and the modulation amplitude (C, voltage-clamp). (A) Effects of
shifting the membrane potential by injecting d.c. current as indicated. The amplitude of the sinusoidal
current (0.33 nA, dotted traces) was kept constant. Note that spikes occur increasingly earlier and more
consistently as the membrane potential is shifted towards more positive values. (B) Effect of shifting the
holding potential on spike timing in another cell recorded in voltage-clamp. The amplitude of the
sinusoidal modulation of the holding potential was kept constant (38 mV). Note the subthreshold
responses on the trailing slope of the oscillations at a holding potential of —80 mV (arrows), and the
decreasing phase lag of suprathreshold currents at more depolarized holding potentials. (C) Effect of
increasing modulation amplitude in another cell recorded in voltage-clamp. Average holding potential
was — 75 mV, modulation amplitude was varied as indicated. Note the instabilities on the falling slope
of the response to subthreshold modulation and the phase advance of spikes with increasing modulation
amplitude. Each trace contains five (A) or 10 (B,C) superimposed responses. Vertical interrupted lines in
A,B show the timing of spikes at threshold. Spikes are truncated in this and the following figures.

constants indicating that it was due to the passive
R-C properties of the membrane.'®*3

In order to examine the influence of voltage-
dependent conductances on the induced oscillations
and to study the timing of spikes, the membrane
potential was varied by adding a d.c. component to
the injected current (n=6). As the depolarizing
cycles came close to threshold, the membrane
potential began to jitter, suggesting transient activa-
tion of voltage-gated conductances, and with further
depolarization these instabilities triggered action
potentials. Initially these appeared at the positive
peak of the membrane potential oscillations (Fig. 2A,
traces at —65 mV), and hence with a delay relative
to the peak of the injected sine-wave current. With
further depolarization the spikes occurred progres-
sively earlier within the oscillation cycle reducing
the phase lag between injected currents and spike
generation (Fig. 2A).

In the voltage-clamp mode, the membrane
potential oscillations were induced by a sine-wave
modulation of the holding potential (n=20 cells). At
holding potentials and modulation amplitudes that
were subthreshold, noisy fluctuations occurred on the
falling slopes of the current traces, indicative of

activated inward currents (arrows in Fig. 2B and C,
lower traces). The duration of these noisy fluc-
tuations decreased with increasing modulation
frequency. At 9.5-11 Hz (n=10) average duration
was 16.6+1.84ms and at 20Hz (n=8) it was
7.3+0.76 ms. When the holding potential was shifted
towards more depolarized levels, these fluctuations
generated spikes whose phase lag decreased and
whose number per oscillation cycle increased with
increasing depolarization (Fig. 2B). Keeping the
average holding potential constant but increasing the
modulation amplitude had a similar effect. Sub-
threshold modulation activated fluctuating inward
currents (arrow in Fig. 2C, bottom traces). Stronger
modulation generated spikes whose phase lag rela-
tive to the injected current decreased, and whose
number per cycle increased with increasing modula-
tion amplitude (Fig. 2C). Both the subthreshold
current fluctuations and spikes were reversibly
blocked by bath application of tetrodotoxin (0.3 pM,
n=3 cells, data not shown), suggesting that they
primarily depended on activation of voltage-gated
sodium conductances.

The current required to evoke spikes depended
markedly on the frequency of modulation, more
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Fig. 3. Dependence of spike generation on modulation frequency. (A,B) Responses of a cell (continuous
lines) to sinusoidal current (dotted lines) of different frequency and amplitude (7.8 Hz and 0.18 nA in A;
23 Hz and 0.29 nA in B). Note occurrence of discharge failures in B despite increased current amplitude.
(C) Scatter plot showing the combinations of modulation frequencies (abscissa) and current intensities
(ordinate) that led to spike discharges (asterisks) or failed to evoke spikes (open symbols). Note that the
current required to evoke spikes increases with modulation frequency. Same cell as in A,B. (D) Responses
of a cell to injection of sinusoidal current (17.5 Hz, 0.24 nA). (E) Responses of the same cell to a current
step of the same amplitude (upper traces, 0.24 nA) and to a step of higher amplitude (lower traces,
0.3 nA). Note that current steps evoke less spikes with greater latency jitter than sinusoidal currents.

current being required at higher frequencies. In the
cell exemplified in Fig. 3A, current with a peak
amplitude of 0.18 nA was sufficient to induce action
potentials at a modulation frequency of 7.8 Hz while
0.29 nA were required at 23 Hz (Fig. 3B). The
scatter diagram in Fig. 3C shows that this relation
holds throughout the range of examined frequencies
(823 Hz). Repeated determination of spike
threshold with injection of rectangular current pulses
confirmed that this threshold remained constant
(—50 mV) throughout the experiment. As suggested
by the reduced amplitude of membrane potential
changes at higher frequencies a likely reason for the
threshold increase is the frequency dependent change
of input impedance. '3

Still, oscillatory currents were more effective than
sustained currents in evoking multiple discharges;
moreover, responses to the former exhibited less
temporal jitter. As exemplified in Fig. 3D and E,
oscillatory current evoked a train of precisely-timed
spikes while a sustained pulse of equal amplitude
(0.24 nA) elicited only a single spike whose latency
varied. Increasing the amplitude of the current step
to 0.3nA led to repetitive but still less sustained
discharges whereby later spikes exhibited consider-
able latency scatter. This response pattern was char-
acteristic for the whole sample of regular spiking
cells. Another feature of responses to sinusoidal
current was a gradually increasing phase lag of the
repetitive discharges. This increase in phase lag went
in parallel with an increase in spike failures, an
increase in the jitter of spike timing and a reduction

——
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Fig. 4. Phase changes of spikes recorded in voltage-clamp
mode during prolonged sinusoidal modulation of the hold-
ing potential. (A) Currents evoked by sinusoidal modula-
tion (20 Hz, 23 mV) of the holding potential (—60 mV). 10
superimposed responses. (B) Responses to the first and
seventh cycle at expanded time scale. Spikes evoked during
the seventh cycle are delayed, less reliably evoked and have

smaller afterhyperpolarizing potentials.

of spike associated currents. This behaviour was
found in 11 of 15 cells and is exemplified in Fig. 4. In
the remaining four cells (data not shown) the phase
lag of spikes remained constant during six oscilla-
tion cycles but the probability of spike occurrence
decreased.
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Fig. 5. Combination of subthreshold synaptic activation with oscillatory modulation of the membrane
potential in a pyramidal layer II/I1] cell recorded in current-clamp. (A) Response to afferent stimulation
applied at different delays relative to the onset of the sinusoidal modulation (20 Hz) of the membrane
potential. Arrows: time of afferent stimulation. Initial membrane potential: —71 mV. Traces represent
superpositions of five to 10 individual responses and one average (#=35, dotted trace) of responses evoked
by the sinusoidal current alone. Note that a single stimulus gives rise to a sequence of spikes riding on the
positive peaks of oscillations and that changing the delay of afferent stimulation does not cause a parallel
shift in the latency of the first spike and has little effect on the timing of further discharges. (B) Responses
of the same cell to afferent stimulation alone, recorded at different membrane potentials as indicated. Note
a long-lasting component of the response, the amplitude of which increases with depolarization. Each
trace is an average of five responses. Additional spikes in the uppermost trace are reduced in amplitude
because of averaging. Calibration is common for A and B. (C) Spike delays (abscissa) plotted against
delays of synaptic activation (ordinate) relative to the onset of sinusoidal modulation of the membrane
potential. Data are from the same cell as in A, B. Each point represents an individual spike. Asterisks with
arrows mark the time of afferent stimulation. Vertical dotted lines indicate the location of the positive
peaks of the membrane potential oscillations, oblique dotted lines indicate shifts in response latency
expected from linear extrapolation of stimulus delays.

Interaction between synaptic activation and induced
oscillations

Excitatory postsynaptic responses (n=13) were
evoked by applying electrical shocks through stimu-
lation electrodes, positioned 0.5-1.5 mm lateral to or
below the recorded neuron. These synaptic events
were then paired with the imposed membrane
potential oscillations whereby stimulus strength and
amplitude of injected current were adjusted so that
both the synaptic response and the membrane
oscillations remained subthreshold when evoked in
isolation.

By varying stimulation intensity we evoked either
large and long-lasting (n=9) or small and short-
lasting (n=4) synaptic responses. The strong synaptic
responses typically had amplitudes of 10-20 mV
(excitatory postsynaptic potentials, EPSPs; n=3) or
0.5-2 nA (excitatory postsynaptic currents, EPSCs;
n=6) and lasted for more than 100 ms (range 120-
300 ms). In four cells the long duration of the re-
sponse was due to activation of N-methyl-D-aspartate
(NMDA) receptors because the EPSP decayed more

rapidly when the cells were hyperpolarized. In five
cells the long duration was caused by polysynaptic
input.

A typical example of an EPSP with a pronounced
NMDA receptor mediated component is illus-
trated in Fig. 5. The long-lasting component of
this response was enhanced by depolarization and
suppressed by hyperpolarization indicating that
it was due to activation of NMDA receptors.*
The early component of the EPSP showed the
classical voltage dependence of o-amino-3-
hydroxy-3-methylisoxazole-4-propionate ~ (AMPA)
receptor-mediated responses: it increased with hyper-
polarization and decreased with depolarization
(Fig. 5B). When this EPSP was paired with a suffi-
ciently strong step depolarization of the membrane
potential it elicited a short latency spike that was
followed on two occasions by a further spike. How-
ever, when paired with induced oscillations the same
EPSP evoked a long train of discharges that occurred
at the positive peaks of the membrane potential
oscillations (Fig. 5A). Changing the phase angle of
synaptic activation relative to the oscillation cycle
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Fig. 6. Combination of subthreshold synaptic activation with oscillatory modulation of the holding
potential in a cell recorded in voltage-clamp. (A) Current responses to afferent stimuli (arrows) applied at
different delays relative to the onset (phase) of sine-wave modulation (10 Hz) of the holding potential.
Traces show 10 superimposed individual responses and one average (n=10, dotted trace) of the response
to modulation of holding potential alone. Note that a single afferent stimulus evokes two to three
widely-spaced spikes which are phase locked to the oscillation cycle whereby the latency of the first spike
is influenced only little and that of the second not at all by changes in stimulus delay. (B) Current
responses evoked in the same cell as in A by pairing sinusoidal modulation of the holding potential with
an additional voltage step (3 or S mV). Timing of the voltage step is indicated at the bottom. Traces show
10 superimposed responses. Note that timing of spikes relative to the oscillation cycle is similar to that of
the synaptically-evoked responses. (C) Spike delays (abscissa) plotted against delays of synaptic activation
(ordinate) for the cell shown in A, B. Conventions are the same as in Fig. 4C. The asterisk without arrow
marks the beginning of the additional current step in B, and triangles show the timing of spikes evoked by
this step.

had only little effect on the timing of the first spikes in
the sequence and virtually no effect on the timing of
later discharges. As indicated in Fig. 5C, the latency
shift of the first spike was smaller than the objective
shift in the timing of the stimulus; later spikes were
completely independent of stimulus timing and
strictly phase locked to the oscillation cycles (vertical
dotted lines in Fig. 5C). Figure 6 demonstrates this
for another cell that was recorded in the voltage-
clamp mode and in which the long-lasting EPSC was
due to polysynaptic activation as suggested by mul-
tiple humps in the averaged response (not shown).
Again, the position of the discharge relative to the
oscillation cycle shifted less (by only 8-11 ms) than
expected from the absolute shift of the stimulus
(15 ms) and the position of the discharges in the next
cycles was entirely independent of stimulus timing
(Fig. 6A, upper and middle traces). When the synap-
tic activation was advanced by another 20 ms relative
to the oscillation cycle (Fig. 6A, bottom traces) the
EPSC failed altogether to evoke the first spike but it
still gave rise to two later action potentials that were
again phase locked to the oscillations. In this case the
peak of the EPSC preceded the first spike by 21 ms.

The positions of the synaptically-evoked spikes rela-
tive to the oscillation cycle (Fig. 6A and circles in
Fig. 6C) were virtually identical to those of spikes
evoked by the oscillations alone when these were
paired with a small additional voltage step (Fig. 6B
and triangles in Fig. 6C).

These results indicate that the latency and fre-
quency of synaptic responses in cells with oscillating
membrane potential are determined to a crucial
extent by the parameters of the oscillations. To
further illustrate this dependency, we applied in six
cells the same synaptic activation during induced
oscillations of different frequencies. The example in
Fig. 7 shows that increased oscillation frequency
leads to a corresponding increase in the discharge
frequency and to a decrease of the jitter of spike
timing (Fig. 7B, C). Because the duration of the
response is essentially the same for low and high
frequency oscillations, the total number of spikes
produced per EPSP is greater with high than with low
oscillation frequencies. Although plausible, this is
remarkable as not only the synaptic activation, but
also the total amount of current injected in the two
cases is the same.
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Fig. 7. Combination of synaptic activation with subthresh-
old oscillatory modulation of the holding potential at
different frequencies. (A) Polysynaptic response to ortho-
dromic activation (arrow) recorded in voltage-clamp mode.
Superposition of 10 responses. Holding potential: —70 mV.
(B,C) Current responses to the same orthodromic stimula-
tion as in A applied at different phases (arrows) of sine-wave
modulation at 10 Hz (B) and 24 Hz (C). Traces are super-
positions of 10 responses and one average (n=10, dotted
trace) of responses evoked by the sinusoidal current alone.
Note that the temporal patterning, the frequency and the
number of spikes in response to the same synaptic stimulus
change markedly with oscillation frequency and do not
depend on the phase angle of the stimulus relative to the
oscillation cycle. Note also that the time of occurrence of
the spikes subsequent to the first one is independent of
stimulus timing and that the temporal jitter of spikes is

reduced at higher oscillation frequency.

The finding that synaptically-evoked discharges
are strictly phase locked to the oscillation cycle
indicates that there is a narrow window of heightened
excitability. In order to determine the gating charac-
teristics of this window for synaptic responses, we
evoked weak, short-lasting EPSCs (amplitude 30—
150 pA, duration 8-25 ms) at different phases of the
oscillation cycle. This revealed that the temporal
window during which a weak synaptic input triggered
a spike was very narrow and in the range of a few
milliseconds. In the case shown in Fig. 8 spikes
were generated reliably only when the stimulus was
presented within a 2 ms window (Fig. 8§A,B). This
window corresponds precisely to the region where
subthreshold modulation of the membrane potential
produced instabilities (Fig. 8C, oblique arrow). Shift-
ing the stimulus position by only 2-3 ms away from
this window dramatically reduced the probability of
spike generation or even completely prevented spike
responses (Fig. 8A,B). Analysis of three more cells

that were modulated at 10 Hz revealed window
durations in the range of 4 to 7 ms. The effect of this
gating was that responses to the effective stimuli were
again locked to the oscillation cycle with a latency
jitter much smaller than predicted from the variations
in stimulus timing.

DISCUSSION

The results of this study show that passive modu-
lation of the membrane potential with sinusoidal
currents leads to periodic activation of voltage-gated
conductances (predominantly sodium) and as a con-
sequence to periodic instabilities of the membrane
during which the probability of spike generation is
greatly enhanced. A similar effect is expected to occur
under natural conditions when oscillatory fluctu-
ations of the membrane potential are induced either
by pacemaker currents or by network interactions
leading to cyclic alternation of excitatory and inhibi-
tory inputs (see Introduction). In these natural cases
of oscillatory behaviour, conditions are more com-
plex because the membrane potential oscillations are
associated in addition with cyclic changes in mem-
brane resistance due to oscillatory synaptic input and
probably also pacemaker currents. This complicates
the effects which membrane potential oscillations
have on the transmission of synaptic input but the
basic principles of interference are likely to be the
same as with passive modulation. Tt is even to be
expected that the precision with which input activity
gets selected and output activity gets patterned is
higher under natural conditions because membrane
time constants are shortened and active outward
currents can veto transmission more effectively and
promptly than the hyperpolarization induced with
current injection.

Gutfreund et al.'® and Hutcheon et al.'® have
shown that cortical neurons exhibit a frequency-
dependent resonance to injection of sinusoidal cur-
rents that manifests itself by enhanced modulation of
the voltage response and is due to the combined
action of a hyperpolarization-activated cation cur-
rent, an inwardly rectifying K* current and a persist-
ent Na* current. We have not studied systematically
the frequency response of our neurons and therefore
do not know to which extent these currents con-
tributed. The frequencies where these resonance
phenomena were prominent were considerably
lower (0.7-2.5 Hz) than the frequencies used in the
present study as long as the modulation range was
centred around the resting potential and remained
subthreshold. This makes it unlikely that these
resonance phenomena contributed to the excit-
ability changes observed in the present experiments.
Further experiments are required, however, to
identify the nature of the tetrodotoxin (TTX)-
sensitive Na*-current evoked by our high frequency
oscillations.
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Fig. 8. The effect of oscillatory modulation of the membrane potential on responses to weak synaptic
inputs. (A) Current responses evoked by combining subthreshold oscillatory modulation of the holding
potential (10 Hz) with subthreshold synaptic activation applied at different phases of the oscillation cycle
(arrows). Traces are superpositions of five to 10 individual responses. (B) Probability of spike generation
as a function of the position of the afferent stimulus relative to the oscillation cycle. Upper graph:
Probability distribution. Lower traces: Superpositions of 35 individual responses to afferent stimuli
applied at times indicated by arrows. Larger arrows mark stimuli which evoked spikes. Note that spikes
are triggered only when afferent stimulation is applied during a critical window of the oscillation phase
that lasts about 4 ms. (C) Superposition of 10 responses to modulation of the holding potential alone
(upper traces) and averaged response (#=10) to synaptic activation alone (bottom trace). Note that timing
of spikes in B corresponds to the period of membrane instability in C (oblique arrow).

Temporal patterning of discharges

With respect to information processing the most
influential effect of the induced oscillations is prob-
ably that slowly decaying EPSPs elicit long trains of
action potentials that are locked to a particular phase
of the oscillation cycle. This has three important
implications. First, the timing of the output activity
of a cell can become relatively independent of the
time of arrival of EPSPs. Second, a single EPSP can
trigger a train of regularly spaced action potentials
and, third, the frequency, and hence also the total
number of discharges in this sustained postsynaptic
response gets determined by the frequency of the
membrane potential oscillations rather than by the
amplitude of the EPSP. Thus, with an oscillatory
modulation of the membrane potential close to
threshold, the most important variables of responses
to synaptic input, their temporal structure, magni-
tude and to a great extent even latency, are deter-
mined predominantly by the state of the postsynaptic
neuron and become partly independent of the input
patterns. One effect is that responses to sustained
synaptic input such as provided by NMDA receptor-
mediated or polysynaptic activity undergo a precise

temporal patterning. Another effect is that these
responses get amplified whereby the degree of ampli-
fication depends directly on oscillation frequency.
Under steady-state conditions the same EPSPs, even
if paired with a steady membrane depolarization,
generally induce only one or two spikes. Thus, the
synaptic input assumes the function of a gate that
enables the cell to fire but it is the postsynaptic cell
that determines the essential characteristics of the
response rather than the input. In this context it is
also noteworthy that an oscillatory modulation of the
membrane potential was more effective in generating
long trains of spikes than a sustained depolarization
of the same amplitude. Factors limiting repetitive
firing are inactivation of Na™-currents and activation
of both voltage- and Ca**-gated K*-conductances.
The cyclic hyperpolarizations associated with the
oscillatory modulation antagonize both processes
by accelerating reactivation of Na™-conductances
and by reducing the activation of K*-conductances.
The latter is likely to result from direct effects on
voltage-gated K -conductances and from a reduc-
tion of Ca’*-entry through NMDA- and voltage-
gated Ca®*-channels and secondary decrease of
Ca?*-dependent K*-conductances. An additional
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possibility is that the cyclic depolarizations provided
particularly favourable conditions for the transient
activation of Na*-conductances. This is suggested by
the TTX sensitive instabilities that occurred during
the depolarization cycles. Finally, it is conceivable
that some components of receptor desensitization are
voltage-dependent and attenuated by hyperpolarizing
cycles.

Precise coincidence detection in oscillating cells

Another consequence of the oscillatory modula-
tion of the membrane potential is a heightened sen-
sitivity of the postsynaptic neuron to the precise
timing of synaptic input. This effect is particularly
pronounced for weak, short-lasting EPSPs. As the
data show, such inputs can reach threshold only
within a narrow temporal window, whose duration
decreases with increasing modulation frequency, as
indicated by the shortening of the period during
which voltage-gated inward currents are activated. In
cells oscillating at frequencies in the a and lower
B-range this window is in the range of a few ms and
thus considerably shorter than the integration inter-
val predicted from membrane time constants under
stationary conditions. Thus, cells subjected to an
oscillatory modulation of the membrane potential
become very sensitive to the precise timing relations
of synaptic inputs.

This result is important in the context of the
ongoing debate”® about the hypothesis that synchro-
nization of neuronal discharges is exploited in
cortical processing and serves to select subsets of
responses for further joint processing (binding) by
selectively increasing their saliency (for review see
Ref. 38). A critical prerequisite for this conjecture is
that neurons can function as coincidence detectors
with a temporal precision in the millisecond range
and that the timing of discharges can be precisely
controlled. Some authors conclude that these con-
straints cannot be met by cortical neurons®® while
others argue that they can.'®-2:26-323945 The present
data suggest that the temporal precision of input
selection and output timing can be raised substan-
tially and reach the level postulated by the synchro-
nization hypothesis if cells get recruited into an
oscillatory network. Moreover, the ability of oscilla-
tions to delay spiking in response to synaptic input
until a particular phase of the oscillation cycle is
reached is ideally suited to synchronize distributed
responses. Together with the observation that precise
synchronization is often associated with an oscilla-
tory patterning of responses'’ this suggests that
oscillations could be instrumental for the generation
of precise temporal relations. A function requiring
extreme precision in evaluating temporal relations is
the location of sound sources by measuring inter-
aural delays.® In this context it is noteworthy that a
recent simulation study aimed at explaining the
astounding temporal precision in auditory localiz-

ation has also applied an oscillatory patterning of
responses in order to increase temporal resolution
and precision.®

Further possible functions of oscillations

The option to delay responses to synaptic input
and to generate responses at a particular phase angle
of the oscillation may also be exploited for functions
other than synchronization. Hippocampal place cells
seem to encode spatial position not only in their
discharge rate but also in the phase angle of dis-
charges relative to the ongoing theta oscillations.®' It
has also been proposed that oscillations could serve
to generate temporal codes by converting amplitude
differences among input signals into latency differ-
ences of output signals.'' Qur data show that such
phase and latency shifts can occur and that the
magnitude of the shift depends on the strength of
the input signal, the time constants of the membrane,
the level of the average membrane potential and the
modulation depth and the frequency of oscillatory
fluctuations. These variables are all subjected to
dynamic modifications by both sensory input and
internally generated modulatory signals. Modulatory
inputs from central core structures such as the brain-
stem, the intralaminar thalamic nuclei and the basal
forebrain change preferred oscillation frequencies
over a wide range and facilitate the occurrence of
y-oscillations.?**®*2? In addition, these projections
influence voltage and Ca®"-dependent K-
conductances and thereby modify resting membrane
potential levels and effective membrane time con-
stants (for review see Ref. 42). Altogether this pro-
vides a rich repertoire of options to influence the
temporal relations between synaptic input and post-
synaptic responses and to form assemblies of syn-
chronously firing cells that are either active at
different cycles or phase angles of a common oscilla-
tory pattern or that oscillate at different frequencies.
Notably, changes of membrane time constants, or
average membrane potential or modulation depth
will only shift the phase angle of responses while
preserving the overall temporal patterning, a wanted
property of neuronal networks that exploit precise
timing for information processing. However, our
data also show that for a given oscillatory patterning
the phase angle of the responses depends only little
on the amplitude of the synaptic drive, especially at
higher oscillation frequencies, because of the short
duration of transient inward currents. Responses to
the long lasting EPSPs occurred with precisely the
same phase angle throughout the decay phase of the
EPSP. Changing the amplitude of such slowly decay-
ing EPSPs is thus unlikely to produce a systematic
phase shift of the whole spiking pattern. However,
because the phase angle of the transient sodium
conductance depends on the modulation depth and
the d.c.-offset of the oscillations, control of these
parameters could be used very effectively to produce
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systematic phase shifts among the firing patterns of
neurons, as proposed by Hopfield."!

In order to obtain a more realistic appreciation
of the temporal integration properties of the neurons
engaged in oscillatory activity, it is indispensable,
however, to study input—output functions in neurons
that are actually part of an oscillating network. The
expectancy is that the periodic fluctuations of
membrane resistance caused by oscillatory input
from inhibitory neurons together with periodically-
activated voltage-gated conductances introduces
nonlinearities that sharpen the temporal filter prop-
erties of neurons well beyond the level attained in the
present study with passive modulation of the mem-
brane potential. Since it has been recently possible to
induce oscillatory activity in slices of the hippo-
campus and neocortex that closely resembles that
observed in vivo,'271%!74438 this goal is now within
reach.

CONCLUSIONS

The present data show that generating oscillatory
fluctuations of the membrane potential is a powerful

strategy to establish temporally-structured activity
patterns, to synchronize discharges of interconnected
neurons and to establish precise temporal relations
between the discharges of simultaneously active cells.
On the one hand, it allows delay of the output of a
neuron until a particular phase of the oscillation cycle
is reached, on the other hand, it permits specification
of narrow temporal windows for the integration and
propagation of the activity with the effect that only
inputs which are active during these windows will
summate effectively and be relayed further. Thus, the
networks engaged in oscillatory activity become
much more sensitive to the precise timing of signals
than one would expect from the time constants that
characterize synaptic integration under steady-state
conditions.
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