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The amplitude of excitatory postsynaptic potentials
and currents increases with membrane potential
hyperpolarization. This has been attributed to an
increase in the driving force when the membrane
potential deviates from the equilibrium potential
of the respective ions.17 Here we report that in a
subset of neocortical and hippocampal synapses,
postsynaptic hyperpolarization affects traditional
measures of transmitter release: the number of fail-
ures, coefficient of variation of response amplitudes,
and quantal content, suggesting increased pre-
synaptic release. The result is compatible with the
hypothesis of Byzov4,5 on the existence of electrical
(or “ephaptic” 15) linking in purely chemical
synapses. The linking, although negligible at neuro-
muscular junctions,17,27could be functionally signifi-
cant in influencing transmitter release at synapses
with high resistance along the synaptic cleft.5,33 Our

findings necessitate reconsideration of classical
amplitude–voltage relations for such synapses.
Thus, synaptic strength may be enhanced by hyper-
polarization of the postsynaptic membrane poten-
tial. The positive ephaptic feedback could account
for “all-or-none” excitatory postsynaptic potentials
at some cortical synapses,25,30 large evoked7 and
spontaneous18 multiquantal events and a high effi-
cacy of large “perforated” synapses whose number
increases following behavioural learning6 or the
induction of long-term potentiation.9,12 q 1999
IBRO. Published by Elsevier Science Ltd.

We tested a corollary of the hypothesis4,5 on intra-
synaptic positive feedback due to the current divid-
ing between the synaptic cleft and presynaptic
ending. The electrical scheme described else-
where5,33 shows that when the cleft resistance is
large enough, excitatory postsynaptic current
(EPSC) branch passing through the presynapse can
induce a significant depolarization and increase
transmitter release. The same effect is expected
from artificial intracellular hyperpolarizing
currents.27

To test this prediction, we studied minimal EPSCs
recorded from rat visual cortex (Fig. 1a,b). As
expected,17 EPSC amplitudes increased during
somatic hyperpolarization (Fig. 1d). However, Fig.
1d–g shows that the increase was partially due to
reduction of the number of response failures (N0)
estimated by two methods (see Fig. 1 legend).
Another input showed noN0 changes (Fig. 1c)
rejecting explanations based on general postsynaptic
alterations. Significant (P, 0.03)N0 decreases were
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Fig. 1. Failure rate reduction during hyperpolarization of a visual cortex neuron. (a) Arrangement of stimulating
(S-I, S-II) and recording (Rec) electrodes in the cortical slice. (b) Averaged (n�100) EPSC1 and EPSC2 induced
by the first and second paired S-I stimulations, respectively. Bars indicate windows for amplitude measurements.
(c, d) Single EPSC1 (dots) and EPSC2 (squares) amplitudes for S-I (c) and S-II (d) inputs and averaged (n�50)
EPSC1 and EPSC2 (d). (e) Failure rates for EPSC1 (S-II input) determined by visual selecting failures and
doubling the number of negative amplitudes (open and hatched columns). Asterisks mark significant differences
as compared to270 mV. (f, g) All EPSC1 failures (f) and successes (g) from the respective parts of the
experiment. (h) Respective averages for EPSC1 and EPSC2. Note the absence of paired-pulse facilitation of
successes (h) but a strong facilitation of the response included failures (d). Voltage-clamp whole cell recordings
were made from slices of visual cortex of four- to six-week-old rats (Albino, MPI for Brain Research, Frank-
furt).30 The slices were superfused with solution containing (in mM): NaCl 125, KCl 2.5, CaCl2 2, MgCl2 1,
NaH2PO4 1.25, NaHCO3 25,d-glucose 10,l-Glutamine 0.5 bubbled with 95% O2 and 5% CO2 at 308C. Bicucul-
line methiodide (0.35–0.5mM) or picrotoxin (100mM, Sigma) were added in half of the experiments. No GABA
antagonists were present in the other visual cortex experiments (as in Fig. 3Aa). The recording pipette contained
(in mM): Cs-methanesulphonate or K-gluconate 127, KCl 20, MgCl2 2, Na2ATP 2, HEPES 10, EGTA 1 (resis-
tance of 2–6 MV). Paired (50 ms) stimuli (1–10 V, 0.04–0.1 ms) were applied every 8–20 s through bipolar
tungsten electrodes positioned in layers I–II and IV (Fig. 1a, S-I and S-II). Stimuli were adjusted to induce
minimal EPSCs with response failures. The serial resistance was monitored with small voltage steps. Different
holding MPs were applied either continuously for 20–150 trials or with alterations after every one or 10 trials.
Mostly “resting” (270 mV) and hyperpolarizing (2100 to2130 mV) MPs were used. We used MPs.240 mV
predominantly at the end of the experiments because they often induced LTP even under voltage clamp. Data
were digitized at 5 or 10 kHz. Amplitudes were measured as the difference between average currents in two
windows of 1–4 ms width (b, bars) so that the mean EPSC amplitudes were positive. The number of failures (N0)
was estimated using two methods.32 Firstly, we separated failures and successes visually (f,g). Consideration of
superimposed successes and averaged failures (g,h) was used to control the separation. Secondly, we estimatedN0

as double number of negative amplitudes. The similarity (e) and high correlation betweenN0 estimated by the two
methods (r�0.97,n�52, P, 0.0001) confirmed the adequacy of the visual selection. The failure rates (N0 /n)
were presented either as absolute ratios (e) or as a percentage of their logarithm at hyperpolarizing MPs relative to
that at resting MPs. The statistical significance ofN0 changes was assessed applying Chi-square test. Only inputs
with N0 . 2 before hyperpolarization and with summaryn. 50 (up to 199) were used in the neocortical experi-
ments.P, 0.03 was taken as “statistically significant” if not otherwise specified. There were no significant
differences for experiments with different inputs, protocols of current injections and micropipette solutions.
Therefore, the results are described together. There were also no differences for experiments with GABAA

antagonists present (Fig. 1) or absent (Fig. 3Aa) after exclusion of three EPSCs with outward currents at 0 MP
recorded in two experiments without GABAA antagonists.



found in 7/23 inputs (5/14 neurons, see Fig. 3Ba,
dashed columns).

To examine whether such changes exist in other
structures and under different recording conditions,
we studied excitatory postsynaptic potentials
(EPSPs; Fig. 2Ca) and EPSCs (Fig. 2Ab) in the
hippocampus (Fig. 2Aa). Hyperpolarization led to
significant (P , 0.03) N0 decreases (Fig. 2Ac, B,
Cb) in 10/29 inputs (9/18 neurons; Fig. 3Ba, open
columns).

Figure 2Ca shows that the averaged EPSP ampli-
tudes changed only slightly with hyperpolarization
in spite ofN0 changes (Fig. 2Cb). This is due to a
decrease in the amplitude of successes with hyper-
polarization (14/20 current clamp recordings),
explained by the anomalous rectification13 and
reduced activation of voltage-dependent channels26.
Changes in monosynapticN-methyl-d-aspartate

(NMDA) receptor (NMDAR)-mediated compo-
nents8 should be of lesser importance because the
hippocampal EPSPs were suppressed by antagonists
of a-amino-3-hydroxy-5-methyl-4-isoxazolepropio-
nate (AMPA) receptors (AMPARs) (n�6 experi-
ments; Fig. 2Da). Slower responses could be
induced under AMPARs blockade after significant
(1.4–2 times) increases in the stimulus strength (Fig.
2Db). They were blocked by hyperpolarization
(n�6) or by d-2-amino-phosphonopentanoate
(AP5) (Fig. 2Db;n�5) suggesting their mediation
by NMDARs. Therefore, the minimal responses at
the 2 40 to 2 130 mV membrane potentials (MPs)
were almost completely mediated by AMPARs.

The N0 reduction suggests presynaptic changes.
To test this further, we determined the coefficient
of variation of response amplitude (CV) and mean
quantal content (m) which are traditional measures
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Fig. 2. Effects of hyperpolarization and pharmacological treatments on hippocampal responses. (Aa) Electrode
arrangement. (Ab) Averaged EPSCs. (Ac) Single EPSC amplitudes at different MPs. (B) Same neuron; averages
(a) and failure analysis (b–d) analogous to Fig. 1e–h. (Ca) Averaged (n�160) EPSPs of another neuron. (Cb)
Same as in Bb. (Da) Suppression of EPSPs in the same neuron by CNQX. (Db) Appearance of a response to a
larger stimulus current (× 1.5) at 2 40 mV and its suppression by hyperpolarization and by AP5. Averages
(n�20–40) are shown. The hippocampal experiments were performed on Wistar rats bred at the Leibniz Institute
of Neurobiology, Magdeburg and Brain Research Institute, Moscow. The methods1,24 were similar to those
described in Fig. 1. However, the perfusion solution was slightly different (NaCl 124, KCl 1.5, CaCl2 2.45,
MgCl2 1.3, KH2PO4 1.25, NaHCO3 25, d-glucose 10) and picrotoxin (100mM) was always used. Tetrodotoxin
(Affinity Research Products, 2 nM) was added to avoid the epileptic activity. Both voltage (n�9 EPSCs) and
current clamp modes (n�20 EPSPs) were employed using K-gluconate electrodes. CNQX (10mM, Tocris) were

used to block AMPARs, and AP5 (50mM, Cambridge Research Biochemicals) to block NMDARs.



of transmitter release.17,32 In addition to decreasing
N0, hyperpolarization caused the disappearance of
small responses (Fig. 3Aa) and moderate (Fig.
3Aa,b) or large (Fig. 3Ac) increases in the amplitude
of the largest responses. Responses (Fig. 3Aa) then

resembled “synchronized” all-or-none responses
with low variances.25,30 Accordingly, CV22 and m
increased (Fig. 3Bc,d, C) when hyperpolarization
was effective in reducingN0. These alterations are
compatible with presynaptic changes (but see Ref.
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Fig. 3. Variance and quantal analysis of hyperpolarization effects. (A) Visual cortex (a) and hippocampal (b, c)
EPSCs at various MPs. Averages during depolarization (upper row in a–c,n�10, 100 and 97, respectively) show
the absence of outward (inhibitory) currents. In c, all successes (n�3) were also averaged. (B) Summary of
changes inN0 (a), CV22 (c) andm (d). (b) Control series without hyperpolarization of hippocampal neurons. The
control does not differ from a Gaussian (P. 0.2) indicating only small spontaneous trends (mainlyN0 increases).
In contrast, the experimental distribution (a, open columns) is significantly different from a Gaussian (P, 0.01,
Kolmogorov–Smirnov test) and control (P, 0.001). Dots, open and closed squares represent data for EPSC1,
EPSC2 and pooled data,19 respectively. Dashed lines represent linear regressions (P, 0.001 for both correlation
coefficients,r). (C) Deconvolution analysis (EPSCs from Fig. 2B). Columns and dashed curves represent experi-
mental and predictive distributions, respectively (number of events, N0). Bar heights (probabilities,Pi) give
deconvolution solutions. Insets give quantal size (v) andm (^S.E.M.). Noise standard deviationSn �1.5 pA.
CV22 was corrected for the noise variance and for the amplitude linear regression when it was statistically
significant (P, 0.05). To determinem, we used an “unconstrained” noise deconvolution.1 The algorithm
searched for discrete distributions (C, bars) with coordinatesxi (distance from 0) andPi (heights). The weighted
mean interval between the bars was used to define quantal size (v) andm; 0.2v was taken as intrinsic quantal
variance.1 Because stimuli had to be applied at a low rate (about 0.1 Hz) to diminish amplitude depression,
samples were small (120 to 516; 234̂11, mean^ S.E.M., n�52 distributions) even when we combined
EPSC1 and EPSC2 measurements19. Even at these testing intervals the low-frequency depression32 was some-
times evident especially during hyperpolarization (Fig. 2Ac). Computer simulations1 show that atn�200,
reliable estimates are obtained providedv/Sn . 2.5. The meanv/Sn was 3.7̂ 0.2 (n�52). Similarm for cases
without significant changes inN0 (Fig. 3Bb, cloud around 100%; Fig. 4c,d), correlations betweenm and CV-2

(r�0.67,n�52, P, 0.0001) and especially betweenv determined by the spectral analysis32 and our computer
algorithm (r�0.86,n�52, P, 0.0001) confirm the adequacy of the latter and of the suggested small intrinsic

quantal variance.



10). It should also be noted that peak variations in
Fig. 3Cb did not fit a binomial model also suggesting
release synchronization.1,30

In four hippocampal neurons, the MP hyperpolar-
ization was associated with latency decreases of
1.6–2 ms (Figs 2Ba, 4a,b, insets). The latency
decrease34 could be due to the activation of pre-
synaptically2,28,31,32 or postsynaptically “silent”14

synapses. We applied a novel procedure2 and in all
four EPSPs we found components which were not
detected at the resting MP (“virtually silent” inputs).
Figure 4a shows that only one component was
present at2 60 mV: component 2 scores did not
differ from the background noise scores (Fig. 4e).
During hyperpolarization, a short latency compo-
nent 2 appeared (Fig. 4b, ordinate; 4f, inset). Since
component 1 did not increase (Fig. 4c, d), both the
amplitude increase and the latency decrease of the

averaged EPSP (Fig. 4a, b, insets) were due to the
appearance of component 2 (Fig. 4f).

The changes inN0, CV and m could be due to
several postsynaptic reasons. (1) Inhibitory
responses could become depolarizing. We discard
this possibility because in all hippocampal experi-
ments GABAA blockers were present. Moreover,
depolarizing the cells to235 to 245 mV or even
zero or positive MP (Fig. 3A, altogethern�17) did
not reveal outward currents except in three visual
cortex recordings which had been discarded (Fig. 1
legend). (2) Low amplitude (below noise level)
responses could have increased due to the increased
driving force and became measurable. However,
the amplitude should have increased more than
10-fold (compare the average failures and the smal-
lest responses, Fig. 1h,g) which is far above the
value (less than twofold) predicted by the linear
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Fig. 4. Component analysis of a hippocampal EPSP with an apparent latency decrease during hyperpolarization.
(a,b) Plots of component scores. (c–f) Amplitude distributions for components 1 (c, d) and 2 (e, f). The dashed
curve in e represents the noise distribution. See Fig. 3C for other notations. Insets show averaged (n�100) and 30
consecutive single EPSPs (a,b) and averaged isolated components (c–f,n�65, 15, 35 and 17, respectively). For
all distributions,n�200.Sn�0.051, 0.075, 0.060, 0.067 for c–f, respectively. To improve the signal-to-noise
ratio in the hippocampal experiments, we used a covariance measure provided by the principal component
analysis.2 Scores of the first principal component were determined from the initial slope and the peak. Such
integral “covariance amplitudes” were strongly correlated with more common measures of peak amplitudes. They
were normalized to pA or mV and referred as “amplitudes” for simplicity. The noise was measured for a window
of the same duration (5–14 ms) but before stimulus. To identify the response components (c–f, insets) we used a
procedure described elsewhere.2 In brief, we averaged responses corresponding to positive values of one compo-
nent and about 0 values of another component. For example, to identify component 1 (d, inset) we averaged
responses corresponding to the dots around zero y-values (b). Note a faster kinetics of the new component
suggesting a proximal location of the respective synapses. The appearance of the new components explains
occasional lack of expected reduction in the paired-pulse facilitation during hyperpolarization (Fig. 2Ba, but see

Fig. 1d where such a reduction is evident).



amplitude–voltage (A–V) relation. Moreover, the
classical relation does not explain the increases in
the mean EPSC amplitudes (Figs 1, 2Ab), the
latency decreases (Fig. 2Ba, 4a, b) and the appear-
ance of new components (Fig. 4e, f). (3) Expression
of new glutamate receptor (GluR) clusters.
However, so far there is no evidence for such a
mechanism in the numerous studies of the voltage
dependences of AMPAR currents.16 (4) Up-regula-
tion of “spare” receptors due to indirect current
effects (such as changes in ionic concentration). In
principle, GluRs are modulated by a number of
agents.8,20 However, the related changes are
expected to develop/recover with slow time-courses
(see Ca21 induced inactivation of NMDAR chan-
nels20) and not to be strong enough to induce even
the appearance of new components.

Therefore, we favour “presynaptic” explanations.
One possibility is that changes in extracellular ionic
concentration result in alterations of transmitter
release. However, early results27 suggest that the
major effect of postsynaptic hyperpolarization is a
reduced extracellular K1 associated withm reduc-
tion. The second possibility is the involvement of a
retrograde messenger, as assumed in long-term
potentiation (LTP) studies.3 However, the mes-
sengers are presumably released by postsynaptic
depolarization. To fit our data, hyperpolarization
should suppress the release of the messenger
which at rest would inhibit transmitter release. A
hypothetical possibility could be glutamate11 acting
on inhibitory presynaptic ionotropic21 or metabo-
tropic22 GluRs (mGluRs). However, mGluR antago-
nists do not influence baseline hippocampal
transmission23 suggesting a lack of essential back-
ground glutamate release from postsynaptic
neurons. Presynaptic cortical mGluR inhibition is
potent mainly in young (one- to three-week-old)
rats22 and following high-frequency stimulation.23

Predominantly facilitatory after-effects of depolariz-
ing pulses in CA1 neurons33 are difficult to reconcile
with this hypothesis.

The extracellular current could affect presynaptic
release either directly or via glial cells.29 We favour
the former explanation because it is compatible with
the ephaptic feedback hypothesis4,5,33which allowed
us to predict the described effects. This explanation
is attractive because the positive feedback is also
compatible with apparent release synchronization
indicated by “all-or-none” responses25,30 and the
appearance of large (“perforated”) synapses with
invaginations (and therefore large cleft resis-
tance5,33) under conditions when synaptic efficacy
is expected to increase.6,9,12

Independent of its nature, the MP effect on release
variables necessitates reconsideration of classical
A–V relations which should be “supralinear” at
hyperpolarizing MPs for some central synapses.
The underlying mechanism may have important
implications for controlling synaptic strength by
the postsynaptic MP level and by currents from adja-
cent synapses. Our unpublished data indicate that
adjacent excitatory synapses counterbalance post-
synaptic hyperpolarization so that the A–V relations
became linear for composite EPSCs even when
some of the contributing synapses are endowed
with the ephaptic feedback. Therefore, the feedback
has a mechanism of self-limitation so that when
numerous inputs are synchronously activated,
abnormal boosting of large responses is prevented.
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